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What is SST?
Goals

§ Become the standard architectural 

simulation framework for HPC

§ Be able to evaluate future systems on 

DOE/DOD workloads

§ Use supercomputers to design 

supercomputers

Technical Approach
§ Parallel

§ Parallel Discrete Event core with 

conservative optimization over 

MPI/Threads

§ Multiscale

§ Detailed and simple models for 

processor, network, & memory

§ Interoperability

§ Many components

§ Open

§ Open Core, non-viral, modular

Status
§ Parallel Core, basic components

§ Current Release (7.1)

§ Improved components

§ Modular core/elements 

§ More Internal documentation

Consortium
§ “Best of Breed” simulation suite

§ Combine Lab, Academic & Industry

http://sst-simulator.org/



How can we use SST?

§ Virtual prototyping environment for studying complex future 
node designs
§ Processors, caches, network-on-chip, memory systems/controllers ..

§ Simulate and analyze nodes and hardware we don’t yet have
§ Use vendor specifications to design virtual environment
§ Use our imagination to design future node designs

§ Support software, application and algorithm design and 
codesign

18th SIAM Conference on Parallel 
Processing for Scientific Computing



Example: Non-Volatile Memory

§ DIMM: 1+ ranks à ranks consist of 1+ banks + row buffer
§ Ancillary structures: write buffer, request buffer, scheduler, wear 

leveler (Start-Gap), power management
§ Key Latencies: tCMD (Command), tRCD (read to row buf), tCL

(read col), tBURST (transfer data), tCL_w (write)
§ Can model fundamental timing/scheduling parameters



Write Latency & Cancellation

§ Write latency stepped by 100 cycles from 100 to 1k
§ Mitigation: Write Cancelation

§ Cancels pending write operations in order to service read operations
§ Can hurt performance at low write latencies (higher bank occupancy)
§ Adaptive thresholds can be used to balance read latency with the 

number of outstanding writes
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Multi-Level Memory

§ Main memory comprised of NVM and DRAM
§ Capture low cost of NVM and performance of DRAM

§ Controller can implement a variety of management policies
§ addMFRPU – More Frequent More Recent Previous Use w/Threshold
§ addT – Simple Threshold
§ LRU – Least Recently Used



Multi-Level Memory Evaluation

§ MLM Policy: addMFRPU, varying the threshold and presence 
of cache
§ Results are application dependent

§ Varying amount of DRAM
§ Most applications were insensitive to changes



Multi-Level Memory Cost/Perf

§ MLM only useful if cost and performance effective
§ Most of the applications have worse performance than DRAM
§ NVM systems also much lower cost than DRAM

Conference’17, July 2017, Washington, DC, USA

capacity[7]. Additionally, we found that internal caching within
NVM-based DIMMs is of limited use, which raises the case for
software-managed caching for hot pages. For energy e�ciency, we
found that some applications do not bene�t as much from large
row bu�er sizes, which motivates dynamic enabling/disabling or
adjustable size row bu�ers solutions.

6.2 Cost & Performance
Even with caching, NVM main memories generally have lower
performance than conventional DRAM memories. However, the
value proposition of NVM is not raw performance but its potential
cost and power savings. Current and emerging NVM technologies
have storage densities much higher than conventional DRAM cells,
which will lead to signi�cant cost savings. An NVM main memory
may not be higher performance, but with its much lower cost it
may still be a valuable architectural alternative.

To test this, we propose a simple cost model (Table 3) based
on rough cost per bit for di�erent memory technologies. These
cost estimates are based on the relative silicon area[5], market
costs[9], or (in the case of Stacked DRAM) an adjustment for higher
packaging costs. Though these numbers are open to debate, they
provide a useful starting point for cost-performance analysis.

Table 3: Cost Model

Memory Cost/Bit Use

DDR4 1.0 Baseline Con�guration
Stacked DRAM 1.25 “Fast” MLM
SRAM Tags 22.0 Storage for MLM meta-data
SRAM Cache 20.0 NV-DIMM Cache
NVRAM 0.133 NV-DIMM

Using this simple cost model, Figure 11 shows cost and perfor-
mance points for a variety of memory con�gurations – conven-
tional DDR4 (DDR4); NVM possibly with an internal SRAM Cache
(NV+(Cache)); and paged NVM with a stacked DRAM page cache
(NV+DRAM). With the exception of XSBench, NVM systems have
lower performance. However, many of the NVM systems are much
lower cost. Depending on the goals of the system designer, there
are many cases where an NVM-based main memory system make
sense.

Examined another way, Figure 12(a) shows the raw performance
of the best con�guration (cache size, paging policy, etc...) for the
paged NVM system and for NVM systems with and without inter-
nal caching. With a few exceptions (SimpleMOC with 256MB of

Figure 11: Cost and Performance Tradeo�s

stacked DRAM, low threshold addT policy, NVM internal cache
and XSBench NVM with 128MB caches), performance is worse
than a conventional DDR4 system. However, Figure 12(b) shows
that the performance/cost ratio for NVM systems can outperform
DDR-based systems for all applications.

7 RELATEDWORK
NVMain, which is a detailed NVM simulator, has been proposed to
provide an architecturalmodel to simulate emergingNVMdevices[21].
Our proposed NVMmodel is more speci�c in that it aims to capture
the form factor of NVM-based DIMMs with high-end internal con-
troller. We expect this model to resemble large portion of the future
NVM products. Additionally, our model is integrated directly to a
widely used architectural simulator (SST). A hardware protoype to
emulate PCM-based Storage Arrays has been proposed in [6]. In
contrast, our work targets PCM-based DIMMs.

Many previous studies have explored using Multi-level Memory
that consists of DRAM and NVRAM[7, 27] and demand paging
insertion policy for DRAM. sometimes using dynamic policies[20].




